Edge City  

Experimental media have always sought a home at the edge: the edge of languages, societies, architectures, objects, human sensoria.

Over the course of the past one hundred and fifty years the story has developed a familiar ring. 

Spirit photographers limned the auras and ectoplasms surrounding the subjects of portraiture. Futurists dreamt of an art reveling in atomic and aerial views, not the in-between that has defined human experience for tens of centuries. Experimental filmmakers explored the intersticial realm of flicker. Artists plumbed a palette of forms peeking out but painted over, (almost) disfigured beyond recognition, stripped of their habitual contours and contexts. Poets, dada to digital, have navigated the border between sense and nonsense, syntax and the asyntactical.

This probing of edges is propelled by multiple engines: an erotics keyed to intensity, not to equilibrium or conservation; an experimental ethos that equates success with innovation; a media ecology brimming over with conventional stories and stimuli; the resulting likelihood of hypersaturation followed by ennui, l’obscur ennemi qui nous ronge le coeur (Charles Baudelaire).

But along the razor surface that harbors the inframusicality of a velvet leg rubbing against another, the phantom fold in a sheet of papier bible, or the altered volume of a shirt freshly laundered or worn only once, lie other sources of propulsion: a revolt against the facile, too standard inventories of effects that have prevailed within both preindustrial and mass cultural forms; dreams of a sublimely difficult, demanding art—an art that retrains our sensorium and that contributes to an expansion of the cognitive contours of the human.

I state the above in order to provide a framework within which to view the ongoing experiments with mixed reality approaches to programming—in the double sense of technological design and delivery systems—that have characterized some recent collaborations between the Stanford Center for Computer Research in Music and Acoustics (CCRMA) and the Stanford Humanities Lab (SHL): in particular, two performances staged at this September’s MiTo international music festival under the title Due serate in Sirikata. 

The experimental edges that these performances sought to explore are at once visible and invisible, audible and inaudible. The merging of live and remote performers thanks to CCRMA’s JackTrip software; the transformation of virtual architectures that mimic physical halls, built within the open source virtual world platform Sirikata (SHL) and projected onto multiple screens, into instruments as well as sites for performance; the intertwining of visual immersiveness with shifting surround-sound effects (Ambisonics): all these components served as the readily perceivable front end of a show whose back end was composed of elusive and fluctuating acoustical fields, sometimes operating at the threshold of audibility for humans. The digital instrumentarium employed by our collaborating composers from CCRMA, Juan-Pablo Caceres and Rob Hamilton, in such pieces as Canned Bits Mechanics, Dei due mondi, and Dialoghi, is capable of creating music audible only to bat- and dog-ears; but why not exercise human auditory muscles as well, train them to track frequencies and microscales of sound that test their limits? Herein lie treasuries of possibility and expression that, allied with the fusion of image- and soundscapes, hold forth the promise of a musicality rich at both the subatomic and planetary levels.
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